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ABSTRACT 
The problem of establishing the identity of a speaker from a given utterance has been 
conventionally addressed using techniques such as Gaussian Mixture Models (GMMs) 
that model the characteristics of a known speaker via means and covariances. In this 
paper we pose the task as a binary classification problem, and whilst in principle any 
one of a number of classifiers could be applied, this work compares the performance of 
genetically optimised neural networks versus the conventional approach of GMMs. 
The test data used in the experiments was the data used for the 1996 National Institute 
for Standards Technology (NIST) evaluation of speaker identification systems. 
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Genetically Optimised Neural Networks for 
Speaker Identification 

Executive Summary 

The problem of establishing the identity of a speaker from a given utterance has been 
conventionally addressed using Gaussian Mixture Models (GMMs). In this paper we 
compare the performance of genetically optimised neural networks versus the 
conventional approach of GMMs. 
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1. Introduction 

Automatic speaker recognition refers to the process of recognizing speakers from 
their voices. This process may be performed by comparing the utterance from a 
speaker of unknown identity with templates or models of various speakers of 
interest. The degree of similarity between the models and the utterance is then used 
to make a decision. 

The speaker recognition problem, referring to the general area of recognizing 
speakers from their voices, may be subdivided into smaller problems. Speaker 
verification is the problem of deciding if an utterance is from a particular speaker or 
not. Speaker identification is the problem of deciding who is speaking in a given 
utterance. 

This paper describes a neural network based speaker recognition system in which 
A single neural network model is constructed for each speaker of interest.   The 
neural network models  are  trained  using feature vectors  known as  cepstral 
coefficients. Further information regarding cepstral coefficients is given in ref [1]. 

The system was tested using the evaluation data of the 1996 National Institute of 
Standards and Technology (NIST) Speaker Evaluation Workshop. Using the data 
from the NIST evaluation, the neural network system was compared against the 
conventional Gaussian Mixture Model (GMM) based system [1]. 

2. Genetically Optimised Feedforward Neural 
Networks 

Each neural network was designed to make a binary decision as to whether or not 
the test utterance is the target speaker for that model or not. This implies that there 
needs to be a separate network for each target speaker. Whilst it is feasible for one 
network to be capable of deciding between multiple targets, for practical reasons 
that approach was not adopted in order to contain the degree of complexity to a 
manageable level. Thus, if either one of the target speakers was changed or a new 
target added, this would require the network to be retrained on all speakers. If there 
is one network per target speaker, and there is a change in speaker, then a new 
network needs to be developed for the new speaker, but the other models can be left 
unchanged. 

The feature vector presented to the neural network consisted of the top 20 cepstral 
coefficients with the output pattern being one of two possibilities. An output pattern 
1 0 indicates that this vector is the target speaker for the network, and the pattern 0 1 
indicates that the vector is from the corpus of background speakers. For binary 
classification problems, it is possible to have just the one output node, where a 1 
indicates the target and a 0 the background, however better performance is generally 
reported to be obtained with two outputs. The background corpus comprised of 
many vectors from a large number of speakers other than the target speaker. This 
data is required so the neural network can learn the characteristics that distinguish 
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the target speaker from other speakers. This process is commonly known as 
competitive or supervised learning. In order not to bias the network, fifty percent of 
the training data was taken from the target speaker for that neural network model 
and fifty percent was taken from the background corpus. 

The optimal topology of each neural network is generated using genetic algorithms. 
The topology of a neural network is defined by the number of inputs, the number of 
hidden layers, the number of nodes on each hidden layer, the transfer function used 
on each neuron and the learning paradigm adopted. A cost function is created 
representing the fitness of each trained network. The fitness function is a weighted 
function combining each network's performance against training data and unseen 
test data. The intention behind the approach is that when the fitness function is 
maximised, the network has not only learnt the training data but has also 
successfully generalised to the unseen test data. The cost function is expressed as a 
function of the neural networks topology variables. By experimenting over a large 
range of different networks and selecting those networks that perform better at 
learning and generalising on unseen data, the cost function is maximised using a 
genetic algorithm, to obtain the optimal network topology for the given problem and 
associated data. Further details on the cost function are provided in Appendix 2. A 
commercially available package that implemented genetically optimised neural 
networks was adopted for this work. Whilst the application of neural networks to 
the speaker identification problem is not novel, it is the belief of the authors that the 
application of genetically optimised neural networks are not reported elsewhere in 
the literature. 

3. Training The Models 

The system was developed and tested using the evaluation data of the 1996 National 
Institute of Standards and Technology (NIST) Speaker Evaluation Workshop. The 
NIST workshop addresses the text independent, open set, speaker verification 
problem and comprises specific testing and training conditions designed to exercise 
systems under real-world conditions [6]. 

For the purposes of this study only male speakers of the NIST evaluation data set 
were considered. The models were trained on 2 minutes of speech from 2 different 
handsets for each of the 21 speakers. ( ie. approximately 1 minute of speech from 
each handset ). The testing utterance length was nominally 30 seconds, and the 
results were split according to the microphone used during testing. The matched 
results were those where the same microphone was used for both testing and 
training, whereas the mis-matched results were those for when different 
microphones were used during testing and training. 

For this experiment a background model was not required, as background data was 
evenly interspersed with target data. Thus for each target model constructed, 50% of 
the vectors used are actual target vectors and the other 50% are background vectors, 
where the background data was obtained from the 1996 NIST development corpus. 
There were no target speakers present in the background data. Feature vectors, (in 
this case the first twenty cepstral coefficients) were calculated for each waveform 
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and used in the training and testing of the neural networks. Cepstral coefficients 
were chosen due to their features of high data reduction, high performance, and 
robustness to certain channel effects. Neural network models were produced for 
each of the twenty-one speakers in the corpus, and tested against the test data. 

4. Testing The Models 

Since the neural networks are trained on a vector by vector basis, the testing is 
performed in the same manner. Therefore, each test utterance is split up into a 
sequence of vectors each of which are tested against each neural network in turn. If 
an utterance consists of T vectors, each network will return T output vectors of 
length 2 for that utterance. The score for each network on a given utterance is the 
mean of the first output node taken across all the vectors in the utterance. The closer 
the mean value is to one, the stronger the belief that the utterance is the target 
speaker, and the closer the mean value is to zero the stronger the belief the utterance 
is not the target speaker. When all the utterances have been tested against all the 
neural network models, the model with the highest mean is identified as the target 
speaker. 

5. Results 

Two types of errors are possible, namely, misses and false alarms. A false alarm 
occurs when an utterance is considered to be a target speaker when it is not, and a 
miss occurs when an utterance is considered to be a background speaker when it is 
actually a target speaker. For a given test, the probabilities of these two types of 
errors may be traded off against each other by varying the decision threshold. The 
resulting plot is called a Detection Error Trade-off (DET) curve (see Appendix A for 
details). 

»a 
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False Alarm probability (In %) 

Figure 1:  Neural Network DET curve 
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Figure 2:  GMMDET curve 

Figures 1 and 2 show the performance of the neural network and GMM systems 
under matched and mis-matched microphone conditions. In order to compare 
different systems, a single reading is taken from each curve to represent a system's 
performance. This point is conventionally chosen as the point where the rate of miss 
is equal to the rate of false alarm, and is commonly referred to as the equal error rate. 
Clearly, the lower the equal error rate the better the system. The equal error rates 
(ERR) in fig.l for the neural network are approximately 5% for matched and 20% for 
mis-matched microphones respectively. The GMM system [1] obtained equal error 
rates of 4% and 13% for matched and mis-matched microphones respectively. From 
these results we can conclude that the two systems perform similarly when the 
microphone used for the training and test data is the same, however the GMM 
system outperforms the neural network when different microphones are used. This 
would imply that the neural network is not generalizing as well as the GMM to 
changes between the training and test environments. 

However whilst equal error rates are convenient for comparing the performance of 
different systems, they do not necessarily determine the best system for a particular 
application. In many applications users tend not to operate at the equal error rate. 
For example, it may be that a high false alarm rate will be tolerated in order to 
minimise the chance of missing a target speaker. When one compares the 
performance of the two systems in this scenario for the mis-matched case, the neural 
network outperforms the GMM. In order to achieve a 0.5% chance of miss, it can be 
seen from Fig2 that the GMM has a 98% chance of false alarm, whereas it can be seen 
on Fig 1 the neural network has only a 64% chance of false alarm. However 
interestingly, for the matched case the opposite is true, with the neural network 
giving a 14% false alarm rate and the GMM only 9%. 
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6. Conclusions 

An important factor to be considered in this work is the ease at which the neural 
network solution was obtained. For practitioners from non-speech processing 
disciplines the task of implementing a Gaussian Mixture Model would be daunting. 

This work highlights that if the training and testing environments are similar, then a 
user-friendly commercially available package can be applied without a significant 
loss in performance. This is the case for practitioners in fields such as zoology, where 
there is a growing interest in the classification of animal sounds for purposes of 
identification of species or individuals. Researchers interested in this problem are 
turning to speech processing techniques such as GMMs. For this application, where 
the same microphone could be used for training and testing, the neural network 
approach discussed here, using commercially available packages, would also appear 
appropriate. 

The results presented indicate both the GMM and neural network systems have 
similar performance characteristics when the same microphone is used for training 
and testing. The GMM however, generalises better than the neural network at 
identifying the speaker when different microphones are used. The importance of this 
result would depend on the particular application being considered. 

Further work in the application of neural networks to speaker identification should 
address the following issues. An investigation into the optimum number of cepstral 
coefficients input into the neural network. The first twenty were chosen for this 
experiment due to work performed by Roberts [1] which confirmed this was optimal 
for GMMs, however this need not be the case for neural networks. Indeed it may 
well be that the use of cepstral coefficients discards information that a neural 
network might find beneficial when classifying speakers, and that training on the 
raw waveform may well prove successful. As noted previously, the novelty in the 
work presented here is the application of genetically optimised neural networks to 
the speaker identification problem. 
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Appendix 1 

Appendix - Detection Error Tradeoff Curves 

A detection error tradeoff (DET) curve is often used as a means of demonstrating the 
performance of a speaker verification system. Used in this manner, it is a plot of the 
false alarm probability versus the miss or detection probability. 

Speaker verification constitutes a binary detection problem in which case a decision 
is made as to whether a hypothesis HI (i.e. the utterance is a target speaker) is 
correct, or a hypothesis H2 (i.e. the utterance is a background speaker) is correct. 

The hypothesis test in speaker verification using gaussian mixture models is the 
likelihood ratio test. In this test, the ratio (being the score obtained by the 
normalization of the probability of the utterance given the target speaker model, to 
the probability of the utterance given the background speaker model) is compared to 
a threshold value. When using neural networks a score between zero and one is 
produced by the network for each of the vectors in the utterance, indicating the 
strength of belief that vector was spoken by the target. An overall score is computed 
for the whole utterance by calculating the mean overall the scores for each of the 
vectors in the utterance. If the mean exceeds 0.5 the conclusion is that the target 
speaker was speaking and vice versa. 

If the ratio exceeds the threshold, then hypothesis HI is marked as true, else H2 is 
marked as true. Two types of errors can be made. That of concluding that HI is 
correct when it is actually H2, and that of concluding that H2 is correct when it is 
actually HI. The former is referred to as a false alarm and the latter as a miss. This 
ratio test is performed for each utterance in a test corpus for a range of threshold 
values. The number of misses and false alarms are summed and the percentage 
values are calculated for this threshold. The threshold values are determined by 
sorting the scores and using one of these scores. Thus for a range of thresholds, a 
graph can be plotted indicating a miss rate versus false alarm rate for each of these 
thresholds. 
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Appendix 2 

The penalty function maximised by the genetic algorithm is a linear combination of 
the percentage of records successfully learnt by a particular neural network on both 
the training and testing data. 

The function has the form Max F = A*train% + B*test% where A and B are user 
specified, and train% and test% are the percentage of records successfully learnt by 
the neural network for the training and test data respectively. The value of F is 
known as the net fitness. Clearly, a high F value indicates that the network has not 
only learnt the training data but has also successfully generalised to the unseen test 
data. The choice of A and B indicate the degree of relative importance the user 
wishes to place upon the training and testing components. For the results reported, 
these values were both set equal to 1.0, indicating an equal priority between training 
and testing. 
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